
REWRITING LITERATURE 
HISTORY WITH BIG DATA 
Data: National Library’s digitalized 
newspaper archives - approx. 1,9M pages  
from years 1820-1910. 
 

FINDING POEMS 
WITH MACHINE 
LEARNING 
 
 
 
 
 
 
A Support Vector Machine classifier was 
used to classify textblocks into poem or 
non-poem classes. The word frequencies 
were used as features for the training 
classifier. The initial cross-validation 
error of  6 % was improved to 93 % by 
using an exhaustive search over the 
parameter values, and carefully choosing 
the training data. 
 
 
 
 
 
 
 
 
The accuracy of the predictions on the 
early 19th century was over 50 %, 
however it decreased in the late 19th 
century. It would be interesting to take a 
closer look to investigate the reasons 
behind this observation. 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

TOPIC MODELING 
Structural topic modeling (stm) is a 
method to find topics in a set of 
documents. The user defines the number 
of topics (k) and the algorithm 
statistically analyses the frequencies of 
the words in the texts to find the groups 
of words which “go together”. 
 
With our training data of approximately 
100 handpicked poems, we used the stm 
R package, which yielded promising 
results – the topics seemed like plausible 
poem themes. 
 
 
 

 
 
 
 
We also performed the stm to lemmatised 
texts, which caused changes in the topics, 
but did not necessarily improve the 
model. There are several different types of 
stm algorithms,  and it would be useful to 
compare their performance to determine 
which type would be best for analysing 
poems. 
 
With the complete poem corpus and 
improved stm analysis, we could shed 
light to e.g. following questions: 
•  What kind of topics are there and what 

are their prevalences? 

•  Are there differences in poem topics 
between newspapers or geographical 
areas? 

•  How did the topics develop through 
decades? 

•  Are there sub-topics for common 
themes, such as nationalistic poems? 

 
 

MORPHOLOGY OF 
POEMS 
Could some morphological features 
highlight regional differences, changes 
in time, or allow us to differentiate 
types of poetry within the corpus? The 
features we wanted to look for were: 
•  Adjectives 
•  Verbs (the hypothesis being that poems 

containing large numbers of verbs 
would be more active in meaning) 

•  Interjections and exclamations such as 
“Oi!”, which we know are typical for 
poetry 

 
Steps of the analysis: 
•  Selecting the training data, 
•  Uploading the data to the server and 

running a morphological analysis tool 
(LAS) on the data (POS-tagging the 
data) 

•  Processing the JSON files in R 
•  Analysis of results 
 
What we managed to do: 
•  POS-tagging on the corpus 1820-1870 
•  A small-scale test (manual) 
 
Issues: 
•  Processing JSON files with parsed 

trees has proven difficult, and we 
have not been able to come up with a 
working script 

•  Problems within the data (OCR 
errors resulting in wrong tagging of 
words) 
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